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Abstract

This paper proposes a VHDL implementation of a variable step size Least Mean Square (NLMS) adaptive algorithm. The envisaged application is the identification of an unknown system. The good convergence of NLMS algorithm has made us to choose it. It also has good stability. Adaptive filtering constitutes one of the core technologies in digital signal processing and finds numerous application areas in science as well as in industry. Adaptive filtering techniques are used in a wide range of applications, including system identification, adaptive equalization, adaptive noise cancellation, wire less communication and echo cancellation. A HDL implementation is developed for a 4th order NLMS adaptive filter. As compared conventional LMS it has been proven that NLMS Algorithm has good behavior. ModelSim simulations results altogether with plots obtained in Matlab prove the same.
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Introduction

1. Need for NLMS

One of the most popular adaptive algorithms available in the literature is the stochastic gradient algorithm also called least-mean-square (LMS) [1], [2]. It has been popularized due to its simplicity in implementation. It is the main reason for its usage in wide application. Many communication systems have Least – Mean - Square (LMS) adaptive filter as their main component; traditionally, such adaptive filters are implemented in Digital Signal Processors (DSPs). If performance is the key requirement, then they are implemented in ASICs. However, many high-performance DSP systems, including LMS adaptive filters, may be implemented using Field Programmable Gate Arrays (FPGAs) due to some of their attractive advantages. Such advantages include flexibility and programmability, but most of all, availability of tens to hundreds of hardware multipliers available on a chip [3].

The other advantages of NLMS adaptive filter are robust behaviour when implemented in finite-precision hardware, well understood convergence behaviour and computational simplicity for most situations, which make it as different from other adaptive algorithms.

The simple well behaved NLMS adaptive filter algorithm is commonly used in applications where a system has to adapt to its environment. Architectures are examined in terms of the following criteria: speed, power consumption and FPGA resource usage [6].Modern FPGAs contain many resources that support DSP applications .These resources are implemented in the FPGA fabric and optimized for high performance and low power consumption [7].

2. Normalised Least Mean Square Algorithm

2.1 Introduction to Adaptive Filters

Filters are electric networks which permit unattenuated transmission of electric signals within a specified frequency range and simultaneously suppress the signals outside this range. Filtering means the extraction of
information about a quantity of interest at time \( t \) by using data measured up to and including time \( t \). If the inputs to the filter are stationary, the resulting solution of the filtering problem is known as the Wiener Filter, which is said to be optimum in mean square sense. But it requires a priori information about the statistics of the data to be processed. If the environment is unknown then another efficient method is to use an adaptive filter using recursive algorithm. The algorithm starts with some predetermined set of initial conditions, representing whatever we know about the environment. In stationary environment it is expected that the adaptive filter converge to the optimum Wiener solution after successive iterations of the algorithm. In non-stationary environment, the algorithm can track time variations in the statistics of input data, provided that the variations are sufficiently slow.

One of the core technologies in digital signal processing is Adaptive filtering. We find numerous application areas in science as well as in industry. Adaptive filtering techniques are used in a wide range of applications, including system identification, adaptive equalization, adaptive noise cancellation, and echo cancellation. Characteristics of signals that are generated by systems of the above application are not known a priori. Under this condition, a significant improvement in performance can be achieved by using adaptive rather than fixed filters. An adaptive filter is a self-designing filter that uses a recursive algorithm (known as adaptation algorithm or adaptive filtering algorithm) to “design itself.” The algorithm starts from an initial guess; chosen based on the a priori knowledge available to the system, then refines the guess in successive iterations, and converges, eventually, to the optimal Wiener solution in some statistical sense [9]. Adaptive filters are used in applications to estimate response of unknown system. Everyone’s desire is to perform this estimation as accurately and quickly as possible.

The one basic common feature of adaptive filters is: An input vector and a desired response are used to compute an estimation error, which in turn is used to control the values of a set of adjustable filter coefficients by a feedback loop and an algorithm.

Adaptive filters can be implemented either in Finite Impulse Response (FIR) form or in Infinite Impulse Response (IIR) form. FIR filters are usually implemented in non-recursive structures, whereas IIR filters employ recursive realizations. In the case of FIR realizations, the most widely used adaptive filter structure is the transversal filter, also known as tapped delay line structure.

An adaptive filter is time-varying since their parameters are continually changing in order to meet certain performance requirement. Usually the definition of the performance criterion requires the existence of a reference signal, which is absent in time-invariant filters. The general set up of an adaptive filtering environment is illustrated in Figure 3-1, where \( n \) is the iteration index, \( x(n) \) denotes the input signal, \( y(n) \) is the adaptive filter’s output signal, and \( d(n) \) defines the reference or desired signal. The error signal \( e(n) \) is the difference between the desired \( d(n) \) and filter output \( y(n) \). The error signal is used as a feedback to the adaptation algorithm in order to determine the appropriate updating of the filter’s coefficients, or tap weights. The minimization objective is for the adaptive filter’s output signal matching the desired signal in some sense.

The minimization objective can be viewed as a function of the input, desired, and output signals, or consequently a function of the error signal. One of the most commonly used objectives is to minimize the mean square error, that is, the objective function is defined as

\[
F[e(n)]=E[e^2(n)]
\]  \hspace{1cm} (2.1)
2.2 Least mean square algorithm

Before deriving the NLMS adaptive algorithm we should start from wiener filters and by using iterative search method we derive the LMS by which we derive the equations for NLMS.

2.2.1 Mean Square Error criterion

Figure 2.2 illustrates a linear filter [9] which estimates the desired signal $d(n)$ from input $x(n)$. Assume that $d(n)$ and $x(n)$ are samples of infinite length, random process.

The filter output is $y(n)$ and the estimation error is given by $e(n)$. The performance of the filter is determined by the size of the estimation error, that is, a smaller estimation error indicates a better filter performance. As the estimation error approaches zero, the filter output $y(t)$ approaches the desired signal $d(t)$.

Clearly, we require the estimation error to be as small as possible. In simple words, in our design of the filter parameters, we choose an appropriate function of this estimation error as a performance or cost function and select the set of filter parameters which optimizes the cost function.

In Wiener filters, the cost function is chosen to be

$$
\xi = E[e(n)^2]
$$

where $E[...]$ denotes expectation or ensemble average since both $d(n)$ and $x(n)$ are random processes.
Wiener Filter: Transversal, Real-Valued Case [1], [2]

Consider an adaptive transversal filter [8] as shown in Figure 2.2. Assume that the filter input $x(n)$ and the desired output $d(n)$ are real-valued stationary processes. The filter tap weights $w_0, w_1, \ldots, w_{N-1}$ are also assumed to be real-valued, where $N$ equals the number of delay units or tap weights.

We can define the filter input $x(n)$ and tap-weight vectors, $w$, as column vectors,

$$x(n) = [x(n) \ x(n-1) \ \ldots \ x(n - N+1)] \quad 2-3$$

$$w = [w_0 \ w_1 \ \ldots \ w_{N-1}] \quad 2-4$$

The filter output is defined as

$$y(n) = \sum_{i=0}^{n-1} w_i x(n - i) = w' x (n) = x'(n)w \quad 2-5$$

Subsequently, the error signal can be written as

$$e(n) = d(n) - y(n) = d(n) - w' x (n) = d(n) - x'(n)w \quad 2-6$$

Substituting (2-6) into (2-2), we obtain the cost function,

$$\xi = E[e(n)^2] = E[(d(n) - w' x (n))(d(n) - x'(n)w)] \quad 2-7$$

Expanding the last expression of (2-7), we obtain

$$\xi = E[d^2(n)] - E[d(n) x'(n)w] - E[d(n) w'x (n)] + E[w'x(n)x'(n)w] \quad 2-8$$

Since $w$ is not a random variable,
\[ \xi = E[d^2(n)] - E[d(n)x'(n)]w - w'E[d(n)x(n)]w + w'E[x(n)x'(n)]w \]  
\[ \xi = E[d^2(n)] - E[d(n)x'(n)]w - w'E[d(n)x(n)]w + w'E[x(n)x'(n)]w \]  

Next, we can express \( E[d(n)x(n)] \) as an \( N \times 1 \) cross correlation vector

\[ p = E[d(n)x(n)] = [p_0, p_1, \ldots, p_N]' \]  

and \( E[x(n)x'(n)] \) as a \( N \times N \) auto correlation matrix

\[ R = E[x(n)x'(n)] = \begin{bmatrix} r_{00} & r_{01} & r_{02} & \cdots & r_{0,N-1} \\ r_{10} & r_{11} & r_{12} & \cdots & r_{1,N-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ r_{N-1,0} & r_{N-1,1} & r_{N-1,2} & \cdots & r_{N-1,N-1} \end{bmatrix} \]  

From (2-10), \( p' = E[d(n)x'(n)] \) and hence, \( p'w = w'p \)

\[ E[d(n)x'(n)]w = E[d(n)x'(n)]w' \). Subsequently, we get

\[ \xi = E[d^2(n)] - E[d(n)x'(n)]w - w'E[d(n)x(n)]w + w'E[x(n)x'(n)]w \]

\[ \xi = E[d^2(n)] - 2p'w + w'Rw \]  

This is a quadratic function of tap-weight vector \( w \) with a single global minimum [9]. To obtain the set of filter tap weights that minimizes the cost function \( \xi \), we need to solve the system of equations that results from setting the partial derivatives of \( \xi \) with respect to every tap weight of the filter (i.e. the gradient vector) to zero. That is

\[ \frac{\partial \xi}{\partial w_i} = 0 \quad \text{for } i = 0, 1, \ldots, N-1 \text{ where } N= \text{number of tap weights} \]  

\[ \frac{\partial \xi}{\partial w_i} = 0 \quad \text{for } i = 0, 1, \ldots, N-1 \text{ where } N= \text{number of tap weights} \]  

Note that the gradient vector in (2-13) can also be expressed as

\[ \nabla \xi = 0 \]  

\[ \nabla = \begin{bmatrix} \frac{\partial}{\partial w_0} & \frac{\partial}{\partial w_1} & \cdots & \frac{\partial}{\partial w_{N-1}} \end{bmatrix} \]  

and 0 on the right hand side of (2-14) denotes the column vector consisting of \( N \) zeros.

In [2], it is further proven that the partial derivatives of \( x \) with respect to the filter tap weights can be solved such that

\[ \nabla \xi = 2Rw - 2p \]  

By letting \( \nabla \xi = 0 \), we get the following equations, in which the optimum set of Wiener filter tap weights can be obtained,

\[ Rw = p \]
Where $w_0$ indicates the optimum tap-weight vector. This equation is known as the Wiener-Hopf equation and can be solved to obtain the tap-weight vector which corresponds to the minimum point of the cost function.

### 2.2.2 Iterative Search Algorithm

As we learned in the previous section, the Wiener-Hopf equation can be solved to obtain the optimum filter tap-weights by minimizing a cost function, if the required statistics of the underlying signals $R$ and $p$ are available. Although this method is straightforward, it presents serious computational difficulties, especially when the filter contains a large number of tap weights and the input data rate is high [8].

An alternative [9] is to use an iterative search algorithm that starts at some arbitrary initial point in the tap-weight vector space and moves progressively towards the optimum filter tap-weight vector in steps. Each step is chosen with the aim of reducing the cost function. This principle of finding the optimum filter tap-weight vector by progressive minimization of the underlying cost function by means of an iterative algorithm is central to the development of adaptive algorithms (e.g. LMS). In simplified terms, adaptive algorithms are actually iterative search algorithms derived for minimizing the cost function by replacing the true statistics with estimates obtained [9].

In the coming section, we will discuss an iterative search method known as Method of Steepest Descent. The LMS algorithm is implemented based on this method.

### 2.2.3 Method of Steepest Descent

Assume that the cost function to be minimized is convex, we may start with an arbitrary point on the performance surface and take a small step in the direction in which the cost function decreases fastest. This corresponds to a step along the steepest-descent slope of the performance surface at that point. Repeating this successively, convergence towards the bottom of the performance surface (corresponding to the set of parameters that minimize the cost function) is guaranteed [9].

The method of steepest descent is an alternate iterative search method to find $w_0$ (in contrast to solving the Wiener-Hopf equation directly), and uses the following procedures [8] to search for the minimum point of the cost function of a set of filter tap-weights,

1. Begin with an initial guess of the filter tap weights whose optimum values are to be found for minimizing the cost function. Unless some prior knowledge is available, the search can be initiated by setting all the filter tap weights to zero, i.e. $w(0)$.

2. Use this initial guess to compute the gradient vector of the cost function with respect to these tap weights at the present point.

3. Update the tap weights by taking a step in the opposite direction (sign change) of the gradient vector obtained in Step 2. This corresponds to a step in the direction of steepest descent in the cost function at the present input. Furthermore, the size of the step taken is chosen proportional to the size of the gradient vector.

4. Go back to Step 2 and iterate the process until no further significant change is observed in the tap weights i.e. the search has converged to an optimal point.

According to the above procedures, if $w(n)$ is the tap-weight vector at the n-th iteration, then the following recursive equation may be used to update $w(n)$:

$$w(n+1) = w(n) - \mu \nabla_n \xi$$ \hspace{1cm} 2.18

where $\mu$ is a positive scalar called step size, and $\nabla_n \xi$ denotes the gradient vector evaluated at the point $w = w(n)$.

The LMS algorithm was developed by Windrow and Hoff in 1959. The least mean square, (LMS), is a search algorithm that is widely used in various applications of adaptive filtering. The main features that attracted the use
of the LMS algorithm are low computational complexity, proof of convergence in stationary environments and stable behavior when implemented with finite precision arithmetic. The algorithm uses a gradient descent to estimate a time varying signal. It finds a minimum, if it exists, by taking steps in the negative direction of the gradient. It does so by adjusting the filter coefficients to minimize the error.

2.2.4 Step Size Parameter $\mu$

Apparently, the convergence rate and misadjustment (or asymptotic performance) of the LMS algorithm are directly dependent on the step size parameter $\mu$ used in the tap weight adaptation formula (2-28). When the step-size parameter increases, the LMS algorithm converges faster with a larger final misadjustment (or worse asymptotic performance). Similarly, when the step-size parameter decreases, the LMS algorithm converges slower with a smaller final misadjustment (or better asymptotic performance). The behaviour of varying the step-size is illustrated in Figure 2.4.

$\mu = 0.005$

$\mu = 0.002$

$\mu = 0.001$

![Fig 2.4: Illustration on the Effect of Varying Step Sizes](image)

In addition, to ensure the stability (or convergent) of the LMS algorithm, the step-size parameter is bounded by the following equation [1]:

$$0 < \mu < \ldots \ldots \ldots \ldots$$

where tap-input power is the sum of the mean-squared values of all the tap inputs in the transversal filter and is given by $\sum_{K=0}^{N-1} E[|x(n_k)|^2]$. Note that the upper bound is dependent on the statistics of filter input signals. Intuitively, we may interpret from this equation that when the power of the input signals varies greatly, a smaller step-size is required to avoid instability or gradient noise amplification.

2.2.5 Effect of Filter Tap Length

In order to ensure good asymptotic performance, the length of the LMS adaptive FIR filter must be sufficient to cover the impulse response of the unknown channel [10]. However, this may lead to increased computational complexity when the impulse response of the unknown channel is ‘long’. Moreover, this may also lead to poor
convergence rates when the input signals are highly auto correlated [10].

2.2.6 Effect of Input Signal Power

The correction term \( \mu e(n)x(n) \) in LMS tap-weight adaptation is directly proportional to the tap input \( x(n) \). In other words, the convergence rate and stability of the LMS algorithm is directly dependent on the value of \( \mu \sigma^2 x \), where \( \sigma^2 \) is the variance or power of the input signal [10].

When the power of the input signal \( x(n) \) is large or varies greatly, the LMS algorithm demonstrates an unstable behavior known as gradient noise amplification. Consequently, the LMS algorithm becomes unstable and therefore will not lead to the optimal solution. To deal with this problem, a modified version of the LMS algorithm, also known as Normalized LMS, is implemented here.

3. Normalized least Mean Square Algorithm

In many adaptive filter algorithms Normalized least mean square algorithm (NLMS) is also derived from conventional LMS algorithm. The objective of the alternative LMS-based algorithms is either to reduce computational complexity or convergence time. The normalized LMS, (NLMS), algorithm utilizes a variable convergence factor that minimizes the instantaneous error. Such a convergence factor usually reduces the convergence time but increases the misadjustment. In order to improve the convergence rate the updating equation of the conventional LMS algorithm can be employed variable convergence factor \( \mu \). It is derived as below.

As noted in previous section, the value of \( \mu \sigma^2 \), directly affects the convergence rate and stability of the LMS adaptive filter. As the name may imply, the NLMS algorithm is an effective approach to overcome this dependence, particularly when the variation of input signal power is large, by normalizing the update step-size with an estimate of the input signal variance, \( \sigma^2(n) \) [10]. In practice, the correction term applied to the estimated tap-weight vector \( w(n) \) at the n-th iteration is ‘normalized’ with respect to the squared Euclidean norm of the tap input \( x(n) \) at the (n-1)-th iteration [8],

\[
w(n+1) = w(n) + \frac{\mu}{\|x(n)\|^2} e(n)x(n)
\] 3.1

Apparently, the convergence rate of the NLMS algorithm is directly proportional to the NLMS adaptation constant \( \mu \), i.e. the NLMS algorithm is independent of the input signal power. Theoretically, by choosing \( \mu \) so as to optimize the convergence rates of the algorithms, the NLMS algorithm converges more quickly than the LMS algorithm [10].

Indeed as reported in [11], by taking into account the variation of signal level at the filter input and selecting a normalized correction term, we get a stable as well as a potentially faster converging adaptation algorithm for both uncorrelated and correlated input signal. It has also been stated that the NLMS is convergent in the mean square if the adaptation constant \( \mu \) satisfies the following condition [12]:

\[0 < \mu < 2 \] 3.2

Despite this particular edge that NLMS exhibits, it does have a slight problem of its own. Consider the case when the input vector \( x(n) \) is small. Instability may occur since we are trying to perform numerical division by a small value of the Euclidean Norm \( x(n)^2 \).

However, this can be easily overcome [8] by appending a positive constant to the denominator in (2-28) such that

\[
W(n+1) = w(n) + \frac{\mu}{c+\|x(n)\|^2} e(n)x(n)
\] 3.3
where \( c + \|x(n)\|^2 \) is the normalization factor. With this, we obtain a more robust and reliable implementation of the NLMS algorithm.

In summary, we can write the LMS algorithm for every search iteration, in the form of three operations:

1. Initial Condition: \( 0 < \mu \leq 2 \)
   \[ x(0) = w(0) = [0, \ldots, 0]^T, \]
   \[ c = \text{a small constant} \]
2. Filter Output: \( y(n) = w(n) \cdot x'(n) \)
3. Error Estimation: \( e(n) = d(n) - y(n) \)
4. Tap-weight adaptation: \( w(n + 1) = w(n) + \frac{\mu}{c+\|x(n)\|^2} e(n) x(n) \)

4. DETAILED DESIGN AND IMPLEMENTATION

The LMS algorithm is a widely used adaptive algorithm which was developed by Windrow and Hoff in 1959[1]. It is based on the estimation of the gradient toward the optimal solution using the statistical properties of the input signal. Simplicity is the key feature of LMS algorithm. In this algorithm filter weights are updated with each new sample as required to meet the desired output.

Due to good convergence rate and stability the NLMS replaced the LMS adaptive algorithm. It has fast convergence rate compared to other adaptive algorithms which makes it to use in vast applications.

The below block diagram (figure 4.1) shows the inputs and outputs of the NLMS algorithm. It has four inputs and two outputs. Inputs are \( x_{in} \) (input data to adaptive filter), \( d_{in} \) (desired input), clk (clock) and adpt_enable (input bit used for ………). Outputs are error_out (difference between output of filter(y-out) and desired input (d_in) ) and final_out (……).

The inputs \( x_{in} \) and \( d_{in} \) and outputs error_out and final_out are 8bit data. clock and adpt_enable are single bit data.

The NLMS block consists of two shift registers, calculator, adder and a multiplexer. The inner structure of the NLMS is as shown in figure 4.2 below.

---

**Fig.4.1: Input and output of NLMS Adaptive Algorithm**
The above block shows the inner structure of arrangements of the internal blocks of NLMS. Here the input to the adaptive filter $x_{in}$ is given to the 20-bit shift register and desired input $d_{in}$ is given to the 21-bit shift register. The two outputs of the 21-bit shift register are given to the calculator block which generates the output $y_{out}$. The output of the 20-bit shift register is subtracted with the output of calculator $y_{out}$. The subtracted output is given to the multiplexer where the enable bit is used as a select line. The other input of the multiplexer is “0000000”. The calculator block is used for calculation of $y_{out}$ at several iterations. Here we used for five iterations. We can call the calculator block as the core filter block because it generates the filter output $y_{out}$.

When we considering the calculator block as main block which is used for several iterations, it consist of five inputs and four outputs. In which only clock is the single bit input, all others are 8-bit data. The calculator block is as shown in figure 4.3.
The inputs of core_filter are assigned to different sub-blocks of it. Outputs of core_filter are used as the inputs for next iterations. At last iteration only \( y_{\text{out}} \) is considered as the output of the core_filter.

The inner structure of the core filter block is as shown in fig 4.4. As mentioned above the unit calculator is used 5 times in single core filter for the calculation of \( y_{\text{out}} \). The other outputs are left open which are of no use.

The calculator block has several internal blocks which performs the different arithmetic operations inside it.
The different blocks inside the core_filter are adder, multiplier, shift register, saturation, scaling, and truncation. The single calculator block uses some signals which are used for the calculation. The signals are shiftx(32), shiftxn(32), shiftue(24), shifty(16), coeff16(16), coeff8(8), xin_ue(16), xin_ue_scaled(16), new_coeff (16), delayed_new_coeff (16), y_out16(16) and y_out8(8). The numbers in brackets refer to the bit size of that signal. These signals are used during the different arithmetic operation of the input data at the calculator block.

The first block of the calculator is multiplier which multiplies the 8-bit data x_N_in and ue_in. The output signal xin_ue is 16-bit data. The second stage is scaling. In scaling stage the output may be upgrade or degrade of the input signal. Here we always degrade the output of the multiplier stage. The output is xin_ue_scaled is also 16-bit, which is added to the 16-bit coefficient signal coeff16 at next stage. The signal new_coeff is the output of the adder stage which is delayed by using shift register in next step. The delayed new coefficient which is the output of shift block is 16-bit data which is used in calculation of the next coefficient for core filter. The output checked for its limit in saturation stage. In saturation stage care is taken about the data not to exceed the limit of the coefficient. The saturated data is truncated to 8-bit in next stage.

The next stage is 8-bit multiplier which multiplies the 8-bit truncated coefficient with 8MSB bits of shiftx signal which gives 16-bit product. These 16-bit output i.e y_out 16 is truncated to 8-bit in next stage. The 8-bit output is the final output of the core_filter after 5th iterations.

5. System Identification

System identification is one of the most interesting applications for adaptive filters, especially for the Normalized Least Mean Square algorithm, due to its convergence rate, robustness and calculus simplicity. Based on the error signal, the filter’s coefficients are updated and corrected, in order to adapt, so the output signal has the same values as the reference signal. The application enables remarkable developments and research, creating an opportunity for automation and prediction.

Identifying an unknown system has been a central issue in various application areas such as control, channel equalization, echo cancellation in communication networks and teleconferencing etc. Identification is the procedure of specifying the unknown model in terms of the available experimental evidence, that is, a set of measurements of the input-output desired response signals and an appropriately error that is optimized with respect to unknown model parameters. Adaptive identification refers to a particular procedure where we learn more about the model as each new pair of measurements is received and we update the knowledge to incorporate the newly received information.

System identification refers to the ability of an adaptive system to find the FIR filter that best reproduces the response of another system, whose frequency response is a priori unknown. The set up is shown in fig 5.1:

![Fig 5.1: System Identification using Adaptive Filter.](image-url)

When the adaptive system reaches its optimum value and the output (e) is zero an FIR filter is obtained whose weights are the result of the adaptation process that is giving the same output as that of the unknown system for the same input. In other words, the FIR filter reproduces the behaviour of the unknown system. This works perfectly when the system to be identified has got a frequency response that matches with that of a certain FIR filter. But if the unknown system is an all-pole filter, then the FIR filter will try its best. It will never be able to give zero output but it may reduce it by converging to an optimum weights vector. The frequency response of the FIR filter will not be exactly equal to that of the unknown system but it will certainly be the best approximation to it.
6. SYNTHESIS AND SIMULATION RESULTS

The implemented VHDL program for NLMS adaptive algorithm is now synthesised using Xilinx 10.1. Modelsim is used to study the waveforms of each stage. The VHDL programs are synthesised separately for each block. The synthesis result observed for core filter of the NLMS block and the total NLMS block separately are shown below.

6.1 core filter

Fig 6.1: Top Module of Core Filter.

Fig 6.2: Inner Structure of Core Filter
Fig 6.3: Internal Structure of the Core Filter (final tap).

Fig 6.4: Inner of Core Filter (calculator)
Fig 6.5: Modelsim output of Core Filter.

Fig 6.6: Top Level Module of NLMS
7. Conclusion

Adaptive Digital Signal Processing is a specialized branch of DSP, dealing with adaptive filters and system design. There are number of adaptive algorithms available in literature and every algorithm has its own properties, but aim of every algorithm is to achieve minimum mean square error at a higher rate of convergence with lesser complexity.

In this paper, we focused on system identification using NLMS-based FIR adaptive filter. The key reasons for selecting NLMS as the adaptive algorithm are:
- Simplicity i.e. low computational cost and ease of implementation
- Robust and Reliable

Moreover, the LMS algorithm can be easily modified to a normalized step-size version known as the NLMS algorithm. NLMS, not only provides a potentially faster adaptive algorithm, but also guarantees a more stable convergence in response to variations of input signal power.
Our approach to the ultimate goal began by identifying the causes behind the problems that leads to performance degradation in using conventional LMS algorithm. Then we deployed existing techniques and methods to tackle each problem separately. Finally, we observed how each of these techniques can work for each other and proposed a solution in which all the problems can be resolved as a whole.

A review of adaptive filters shows that the NLMS algorithm is still a popular choice for its stable performance and high-speed capability. The other advantage of the NLMS over other adaptive algorithm is its high convergence rate.

The high-speed capability and register rich architecture of the FPGA is ideal for implementing NLMS. A hybrid adaptive filter is designed with a direct-form FIR filter coded in VHDL and with the NLMS algorithm written in VHDL code executing on the Xilinx.
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