Breast Cancer Detection and Classification of Histopathological Images
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Abstract—Breast cancer detection and classification of histopathological images is the standard clinical practice for the diagnosis and prognosis of breast cancer. This paper presents the breast cancer detection and classification of benign and malignant breast tumor (Nuclei) based on H & E stained histopathology and feed forward back propagation neural network. Feed forward back propagation neural network classify benign and malignant breast cancer tumor and also classify malignant breast cancer tumor into type 1, type 2 and type 3. Twenty six hundreds set of cell nuclei (tumor) characteristics obtained by applying digital image processing techniques to histopathology images of H & E stained breast biopsy. Feature dataset extracted after breast cancer detection consist of eight features which represent the input layer to the FFN. The FFN will classify input features into benign, malignant and also classify malignant tumor in type 1, type 2, type 3. It can be conclude that FNN gives fast and accurate classification and it works as promising tool for classification of breast cell nuclei. To my best knowledge, there is no existing work that provide breast cancer detection, feature set extraction and classification of benign and malignant breast tumor.
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1. Introduction

The number of research works conducted in the area of breast cancer detection and classification. Many university, research centers and commercial institutions are focused on this issue because of the fact that breast cancer is becoming the most common form of cancer disease of today’s female population. Thus, the construction of a fully automatic cancer detection system supporting a human expert has become a challenging and difficult task [2, 3]. Nowadays many camera-based automatic breast cancer detection systems have to face the problem of cells and their nuclei separation from the rest of the image content (Lee and Street, 2000; Pena-Reyes and Sipper, 1998; Setiono, 1996; Wolberg et al., 1993) [4, 5, and 6]. Nuclei separation process is very important because the nucleus of the cell is the place where breast cancer malignancy can be observed. Thus, much attention in the construction of the expert supporting diagnosis system has to be paid to the segmentation or Breast Cancer detection stage. The main difficulty of the segmentation process is due to the incompleteness and uncertainty of the information contained in the histopathological image [6, 7, and 8]. The imperfection of the data acquisition process in the form of noise, chromatic distortion and deformity of histopathological material caused by its preparation additionally increases the problem complexity. The nature of image acquisition (3D to 2D transformation) and the method of scene illumination also affect the image luminance and sharpness and quality [13, 14, and 15]. Until now many segmentation methods have been proposed (Carlotto, 1987; Chen et al., 1998; Kass et al., 1987; Otsu, 1979; Su and Chou, 2001; Vincent and Soille, 1991) but, unfortunately, each of them introduces numerous additional problems and usually works in practice under given assumptions and/or needs the end-user’s interaction/co-operation (Lee and Street, 2000; Street, 2000; Wolberg et al., 1993; Zhou and Pycock, 1997)[6],[19]-[10]. Since nowadays many histopathological projects assume full automation and real-time operation with a high degree of efficiency, a method free of drawbacks of the already
known approaches has to be constructed. Pathologists perform cancer detection manually under a microscope. Their experience directly influences the accuracy of cancer detection. Variability among pathologists has been observed in clinical practice [4]-[5]. In a large hospital, a pathologist typically handles number of cancer detection cases per day. It is, therefore, a very difficult and time-consuming task. This paper presents a multi-segmentation method for breast cancer detection and neural network for classification. In this paper a group of modified versions of histopathological image segmentation methods adopted for fine needle biopsy images are presented, that is, the adaptive thresholding based segmentation and watershed algorithm. One can also find here a description of denoising and contrast enhancement techniques, pre-segmentation and fully automatic nuclei localization mechanism used in our approach. Cancer detection and classification systems, however, although dedicated, do not use the manual approach of counting individual cancer cell nuclei, but rather work with specific areas of stained nuclei [10]–[19]. This is because the identification of individual cancer cell nuclei makes the accumulation of a reasonable sample size tedious and time consuming, since it is difficult to decide automatically or by visual inspection, whether cancer cell nuclei touch or are partially overlapping [14]-[21]. To overcome these difficulties methods based on assessment of areas of interest (e.g. specifically stained nuclei) have been developed, which do not rely on identifying individual nuclei. Additionally, methods depending on adaptive thresholds to distinguish between stained tissue (specific staining) and background (nonspecific staining), are based on the assumption that local variations due to preparation or imaging do not significantly influence the measurements [19]–[21]. Furthermore, one of the main objectives of computer-aided biopsy analysis is to minimize some of the variability’s that occur as a consequence of the manual microscopically inspection of stained slides. In addition, computer-aided nuclei analysis also has to be efficient, since pathologists are unlikely to spend more time on evaluating a specimen than that required for the routine manual assessments. As already mentioned, in the manual assessment of biopsy slides one strategy has been to utilize a semi-quantitative scheme to make the assessment more accurate and more objective.

2. Cancer Detection Technique

Breast cancer detection and classification system adopts an adaptive histogram equalization, multi-segmentation approach and neural network. The main steps of the proposed nuclear segmentation, Breast cancer detection, Breast cancer tumor (nuclei) classification and quantitative assessment of H & E stained Breast biopsy Images. The main steps of the breast cancer detection and classification algorithm are summarized as follows:
- Gray Scale Conversion
- Contrast Limited Adaptive Histogram equalization
- Adjusting Image Intensity
- Adaptive thresholding based segmentation & Morphological operation
- Watershed segmentation & Morphological operation
- Blob labelling
- Feature extraction
- Normalized feature vector
- Designing, training, validating and testing of Feed forward back propagation neural network for Breast cancer tumour (nuclei) classification
- Cancer tumor (nuclei) and Biopsy image classification Using Feed forward back propagation neural network

3. Cancer Tumor Classification Technique

The objective of this study is to classifying diagnosis data of breast cancer using feed forward back propagation neural network and Levenberg-Marquardt (LM) as the training algorithm. In this paper, LM training algorithm is adopted for updating each connection weights of units. LM algorithm has been used in this study due to the reason that the training process converges quickly as the solution is approached. For this study, sigmoid, hyperbolic tangent functions are applied in the learning process. Feed forward back propagation neural network use to classify benign and malignant breast tumor (nuclei) in the microscopic image according to nuclei characteristic and FNN also classified malignant breast tumor in type1, type2, and type3. Feed forward backpropagation neural network is created by generalizing the gradient descent with momentum weight and bias learning rule to multiple-layer networks and nonlinear differentiable transfer functions. Input vectors and the corresponding target vectors are used to train feed forward back propagation neural network. Neural network train until it can classify the defined pattern. The training algorithms use the gradient of the performance function to determine how to adjust the weights to minimize performance. The gradient is determined using a technique called back propagation, which involves performing computations backwards through the network. The back propagation computation is derived using the chain rule of calculus [3]-[16]. In this paper, a feed forward backpropagation neural network of three layers is chosen to classify benign and malignant cancer tumor.
The input vector is composed of 8 elements corresponding to the characteristic of nuclei. One hidden layer is determined empirically to be 20 and the output layer consists of 4 neurons. In addition, the transfer functions of hidden and output layers are tan-sigmoid and tan-sigmoid, respectively. For the training of the neural network, the target is four element vectors.

4. Training and Testing

The proposed network was trained with all 1808 tumours (Micro objects) data cases. These 1808 cases are fed to the FNN with 8 input neurons, one hidden layer of 20 neurons and four outputs neurons. MATLAB software package version 8 is used to implement the software in the current work. When the training process is completed for the training data (1808 cases), the last weights of the network were saved to be ready for the testing procedure. The time needed to train the training datasets was approximately 1.80 second. The testing process is done for 387 cases. These 387 cases are fed to the proposed network and their output is recorded. Table I list the data division of Breast cancer disease data. Summary of data division is described in Table I. Four classes of tumor divisions came from eight attributes with continuous values between 0 and 1. Fig. 3 present the images of breast cancer detected using image processing analysis to classify whether benign, type1 malignant, type2 malignant and type3 malignant. The data was divided into 1808 for training and 387 for testing. The samples of data were categorized into four classes.

<table>
<thead>
<tr>
<th>Class</th>
<th>Training Data</th>
<th>Validation Data</th>
<th>Testing Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>212</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Type1Malignant</td>
<td>275</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td>Type2Malignant</td>
<td>382</td>
<td>82</td>
<td>82</td>
</tr>
<tr>
<td>Type3Malignant</td>
<td>938</td>
<td>201</td>
<td>201</td>
</tr>
<tr>
<td>Total Data</td>
<td>1808</td>
<td>387</td>
<td>387</td>
</tr>
</tbody>
</table>

5. Result and Discussion

Figure 1 shows a sample high-resolution original image. Figure 2 illustrates detected cancer cells figure3 show correctly cancer effected object (area) in histopathology image. The proposed image processing method is implemented as an algorithm tested by MATLAB simulation with the aid of experimental breast H & E stained histopathology image data. The accuracy of classifier is defined as the ratio of the number of samples correctly classified to the total number of samples tested. The trained network has been tested in the retrieval mode, in which the testing vectors are not taking part in the training process. We are used the standard multilayered feed forward back propagation neural network trained using the gradient descent with momentum, resilient back propagation, and Levenberg-Marquardt algorithms.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Training accuracy %</th>
<th>Validation accuracy %</th>
<th>Testing accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>96.32</td>
<td>95.56</td>
<td>95.80</td>
</tr>
<tr>
<td>Type1 malignant</td>
<td>96.00</td>
<td>95.58</td>
<td>95.82</td>
</tr>
<tr>
<td>Type2 malignant</td>
<td>95.50</td>
<td>95.32</td>
<td>95.76</td>
</tr>
<tr>
<td>Type3 malignant</td>
<td>96.10</td>
<td>95.50</td>
<td>95.78</td>
</tr>
</tbody>
</table>

It produced 96.07% diagnosis accuracy respectively, where the 8 features of breast cells are used as input of neural network. Table II list the result of proposed model used in the classification of Breast cancer tumor samples using FFN. The overall accuracy of classification in the testing mode is 95.80%. Table II list the result of proposed model used in the classification of Breast cancer tumor (Cancer cells) samples in benign and malignant using FFN. Table II list the result of proposed model used in the classification of Breast cancer tumor (Cancer cells) samples in benign, type1 malignant, type2 malignant and type3 malignant using FFN. The overall accuracy of classification in the training, validation and testing mode are 96.34, 95.54 and 95.80%. Given these encouraging results, we are confident that an automatic breast cancer detection and classification system can be
developed to assist the pathologists by providing second opinions and alerting them to cases that require further attention.

6. Conclusion

This paper presents a multi-segmentation method for automatic breast cancer detection and classification of histopathological images. The individual cells are detected and classified in the high-resolution image frames. Given the encouraging test results, we are confident that an automatic detection and classification system can be developed to assist the pathologists by providing second opinions and alerting them to cases that require further attention. FNN has been implemented for classification of cancer cells (micro object) of breast cancer tumor. Twenty six hundred sets of cell nuclei characteristics obtained by applying image analysis techniques to microscopic slides of H & E stained samples of breast biopsy have been used in the current work. MATLAB software package version 8 is used to implement the software in the current work. These feature vectors which consist of eight image analysis features each were carried out to generate training and testing of the proposed NN. The overall accuracy of classification in the training, validation and testing mode are 96.34, 95.54 and 95.80%. We conclude that that the proposed system gives fast and accurate classification of breast tumours.
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